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Scale Pyramid Graph Network for Hyperspectral
Individual Tree Segmentation
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Abstract— Unmanned aerial vehicle (UAV) hyperspectral imag-
ing offers an efficient and cost-effective way to map tree species at
the individual tree levels. Conventional methods mostly rely on
large samples of natural RGB images of tree crowns, lacking
the ability to distinguish species, particularly for trees with
overlapping crowns. This study proposed a novel scale pyramid
graph network (SPGN) for instance segmentation that can simul-
taneously apply pixel-level (node) classification for discriminating
species and edge prediction for delineating individual trees.
Based on a graph-in-graph (GiG) convolution, we built a scale
pyramid module (SPM) that extracts multiscale features at pixels,
superpixels, and subgraph levels to aggregate the over-segmented
superpixels into the same species and the same tree. We also
proposed an innovative concept of subgraph positional encoding
(SPE) to represent the natural spatial relationship of graph-
structured data. The SPGN method was evaluated in a case
study involving eleven subtropical broadleaf species under an
urban environment in south China. The accuracy of species
classification achieved 93%, and the area under the curve (AUC)
of individual tree segmentation reached 0.96. Compared with
state-of-the-art methods such as DeepForest, Detectree2, and
segment anything model (SAM), SPGN presented fewer errors in
tree detection and outperformed in instances of crown overlaps.
Ablation studies proved the effectiveness of SPM and SPE
modules, which improved segmentation by 10% and classification
by 7% in accuracy, respectively. The findings confirm the benefits
of incorporating spatial context, such as crown textures and
tree positional relationships, for species differentiation; in return,
accurate species identification combined with spectral infor-
mation assists the individual tree segmentation. This effective
strategy can be potentially extended to a broader range of regions
and forest types.
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I. INTRODUCTION

THE tree species at individual tree level is fundamental
information in forest inventory [1]. It characterizes the

structure, biodiversity, and turnover of forests and facilitates
monitoring the health conditions of forest ecosystems [2]. Fur-
thermore, since tree species have varying carbon sequestration
capabilities, identifying individual tree species allows for an
accurate estimation of carbon storage and thus enables the
possibility of understanding the differential responses of trees
to climate change [3]. Compared to field surveys, remote sens-
ing offers an efficient and potentially cost-effective means for
mapping tree species [4], [5], [6]. Over the past few decades,
however, remote sensing-based methods have predominantly
focused on community-scale, pixel-level classification, with
only a few studies being tree-centric [7]. Yet in the few
tree-centric studies, the majority has been the segmentation
of individual tree crowns using meter-level or submeter-level
optical images [8], [9]. For instance, satellite images such
as WorldView and QuickBird [10] have been employed to
locate the scattered trees in African savanna drylands for the
estimation of carbon stocks [11]. Based on the National Eco-
logical Observation Network (NEON) project [12], ecologists
have also established a benchmark database encompassing
millions of hand-annotated tree crowns collected from airborne
flight campaigns and a tree detection tool named “DeepForest”
[13]. This tool has been applied across multiple forest types
and geographical areas, such as temperate deciduous forests,
boreal forests, and Mediterranean olive groves [14], [15],
[16], yielded accurate identification of individual trees, and
revealed the great potential and advantages of high-resolution
images. However, these high-resolution images typically con-
tain limited spectral information, constraining their use for
distinguishing tree types, especially at species level [10].

Compared to RGB and multispectral data, hyperspectral
imaging contains much more spectral information. Different
species exhibit unique spectral signatures due to variations
in chemical compositions and physical structures of their
leaves and canopies [17]. Hyperspectral imaging excels at
capturing these spectral signatures, with narrow and con-
tiguous spectral bands enhancing critical identifiers, such as
the chlorophyll peak (∼550 nm) and the near-infrared (NIR)
plateau (∼690 nm) [18]. With wavelength-dependent analysis,
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Fig. 1. Three different segmentation techniques: object detection, semantic,
and instance segmentation for tree identification.

hyperspectral imaging is further able to extract subtle spec-
tral differences among certain species and to enhance the
connection between reflectance bands and optical properties
of leaf tissue or canopy structure [19]. During the past
two decades, airborne imaging spectroscopy has demonstrated
robust performance in community-scale tree species identi-
fication, as evidenced by high classification accuracy in a
variety of forest types [3], [20], [21]. Unmanned aerial vehicles
(UAVs), also known as drones, can capture hyperspectral
images at millimeter spatial resolution. As an alternative
to traditional aircraft-based platforms, the UAV has made
tree mapping more affordable and accessible, especially for
small-scale projects or resource-constrained areas. The spatial
resolution of images acquired by drones can surpass that of
aircraft airborne imaging [22]. With such high spectral and
spatial resolution, UAV-HSI alone should be sufficient for
individual tree species classification [23]. However, labeling
crown edges and species information in UAV images requires
additional cost, labor, and expert knowledge; the scarcity of
labeled hyperspectral data for training poses challenges in
accurate tree segmentation.

Tree segmentation exclusively from UAV-hyperspectral
images faces unique challenges. First, tree canopies can be
vastly different in structure and appearance, making them dif-
ficult to distinguish in complex background environments [23].
Second, in densely vegetated areas, the crowns of trees often
overlap each other and the gap between adjacent trees can
be affected by shadow effects, both of which complicate the
task of distinguishing the boundaries of individual tree crowns.
Third, species such as broadleaf plants, can exhibit great spec-
tral similarity, adding difficulty for their discrimination [24].
This is where channel attention mechanisms become impor-
tant for the hyperspectral images with hundreds of spectral
bands [25]. Channel attention focuses on relevant spectral
bands that are most informative for distinguishing between
similar species. By weighting the importance of each channel
or spectral band associated with leaf compounds and canopy
scale, these mechanisms can enhance the model’s ability to
focus on subtle spectral differences that are critical for accurate
classification and segmentation in complex vegetative environ-
ments. In addition to spectral features, spatial features such as
distinctive texture information can also be deterministic for
individual tree segmentation and species classification.

Deep neural networks can effectively extract deep features
and are well suited for handling complex tasks such as indi-

vidual tree species identification [26]. Instance segmentation,
as an advanced technique of image analysis in computer
vision, aims to identify different objects (“instances”) in
images and delineate precise boundaries for the pixels of
each object [27], [28], therefore providing a suitable tool
for individual tree species mapping. While semantic segmen-
tation is often applied to pixel-level classification of tree
species, it cannot discriminate each tree as a unique instance.
Instance segmentation combined the tasks of object detection
and semantic segmentation (see Fig. 1). More importantly,
it delineates the exact boundaries of the crown, which allows
for measuring the crown width and area. Since object detection
only generates bounding boxes of the individuals [13], the
adjacent crowns would be easily confused with each other, hin-
dering the accurate measure of the crown area which is a key
parameter of tree properties. Since being proposed in 2017,
the mask R-CNN has become a baseline model for instance
segmentation. Although researchers have directly it applied to
segment trees from RGB [15] and multispectral images [29],
there are still several constraints. The top-view remote sensing
images differ from conventional natural images which are
mostly front view [30]. Remote sensing images cover a large
spatial range and often exhibit characteristics such as being
blurry and having low contrast. In addition, the ground targets
in these images typically have unclear boundaries, making
them difficult to identify through visual interpretation alone.
Several networks have been proposed to address the unique
characteristics of remote sensing images, including context
aggregation network (CATNet) [30], semantic attention and
scale complementary network (SEA-SCMB) [31]. These net-
works have primarily relied on RGB remote sensing images,
constraining the exploration of rich spectral information avail-
able in hyperspectral images, which can significantly enhance
the model’s ability to classify and segment various materials
and conditions on the Earth’s surface. Recently, Fang et al. [32]
proposed a module of spectral–spatial feature pyramid network
(SS-FPN) to deal with the complex environment of remote
sensing scenes and abundant spectral information. However,
given that the approach was tested on man-made building
targets, its applicability and performance in segmenting indi-
vidual trees need to be further investigated.

This study proposed a novel network of instance segmenta-
tion for individual tree segmentation and species classification.
The main contribution of this study is summarized below from
three perspectives.

1) A scale pyramid structure, combined with a graph con-
volution network with reduced parameters, was built to
extract representative features at three different levels of
pixel, superpixel, and subgraph. This structure improved
the classification accuracy of spectrally similar species
and benefited tree segmentation, based on the ablation
studies of this proposed module in performance assess-
ments of the scale pyramid graph network (SPGN).

2) A novel method named subgraph positional encoding
(SPE), which describes tree crowns’ spatial relation
based on graph structure and positional representation
based on encoding and decoding, was proposed. The
SPE showed improved separation of overlapping crowns
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in densely vegetated areas, in terms of qualitative and
quantitative assessments in individual tree segmentation
tasks.

3) A series of experimental studies have demonstrated
the high accuracy of UAV-hyperspectral images for the
species classification of 11 broadleaf plants at the indi-
vidual scale. The SPGN network delivered an increased
mAP for tree segmentation and reduced efficiency,
in comparison with methods such as mask R-CNN and
SS-FPN.

The rest of the article is organized as follows. Section II
summarizes the related work in image segmentation and
graph convolution networks. Section III describes the proposed
method of SPGN. The experimental results are introduced
in Section IV. Finally, Section V concludes this article and
provides some ideas for future research.

II. RELATED WORK

This section clarifies the concepts of different segmentation
techniques, each to be followed by a detailed description of
representative methods.

A. Image Segmentation

Image segmentation is a technique for dividing the pixels
in an image into multiple segments that represent different
objects. Traditional pixel-based classification, while detailed,
often lacks computational efficiency and can be prone to
noise [33]. To address these issues, superpixel segmentation is
often utilized. As a clustering method, it involves dividing an
image into small clusters of adjacent pixels that share similar
characteristics, such as color, brightness, and texture. These
clustered pixels are also termed “superpixels.” For example,
normalized cut (NCut), introduced by Shi and Malik [34],
measures similarity between and within groups to segment
static images and motion sequences. Simple linear iterative
clustering (SLIC), proposed by Achanta et al. [35], lever-
ages the traditional k-means clustering method to efficiently
generate superpixels. The SLIC algorithm utilizes a distance
metric that combines color similarity and spatial proximity
to form superpixels, which guarantees connectivity within the
segmentation while requiring minimal memory demands.

Instance segmentation, which originated from computer
vision, is an approach that aims to identify every individual
object instance at the pixel level in an image [27]. It not
only recognizes objects but also distinguishes among differ-
ent instances within the same category, thereby providing
precise boundaries for each instance. Two types of instance
segmentation exist: two-stage and one-stage methods. The
main difference between these types lies in the number of
steps involved in object detection and pixel segmentation tasks.
Two-stages methods have a two-step process: the first stage
identifies object locations with bounding boxes, followed by
a second stage that refines pixel-level classification within
the identified regions. Pioneering studies utilized region-based
convolutional networks (R-CNNs) to generate candidate object
bounding boxes, namely, region proposals [36], and performed
classification on each candidate. Subsequent work has focused

on improving speed and accuracy. Variants such as fast R-CNN
and mask R-CNN have proven to be simpler and more effec-
tive than many other networks. Mask R-CNN, in particular,
has set a benchmark for instance-level recognition. While
two-stage methods were once dominant in the field of instance
segmentation, the step-by-step process fails to fully correlate
the mutual information between object detection and instance
segmentation. Furthermore, two-stage methods typically lack
the high efficiency needed for real-time applications. This has
led to the development of one-stage methods that combine
both tasks into a single unified step. Proposals like the you
only look once (YOLO) network [37] and the single shot
multibox detector (SSD) [38] enable bounding box prediction
and classification to be conducted concurrently during a single
evaluation. More recently, transformer models [39] originally
from natural language processing (NLP) [40], such as detec-
tion transformer (DETR) [41], have been introduced to reduce
the computational burden for object detection.

For remote sensing images, instance segmentation is useful
for capturing different ground targets, including vegetation
and buildings. State-of-the-art networks from computer vision
have been adopted and customized to accommodate the
unique characteristics of remote sensing data and objects [32].
In addition, conventional instance segmentation methods face
challenges when applied to trees with complex crown struc-
tures. Trees of different species can exhibit great similarity
in spectral and spatial dimensions [3]. Moreover, the labeling
for trees is scarce, restricting the effectiveness of deep neural
networks in this domain. There remains a strong need to
improve the quality of the tree segmentation network.

B. Graph Convolution Network

Graph convolutional networks (GCNs) constitute a powerful
neural network architecture for processing data structured in
the form of graphs [42]. This mechanism allows for captur-
ing relationships and contextual information between nodes.
Unlike traditional convolutional networks that are primarily
designed for processing regular grid-like data (e.g., images),
graph convolutions can effectively handle various types of
irregular graph-structured data, such as social networks,
knowledge graphs, and recommendation systems. Conven-
tional GCNs [43] learn node representations by performing
convolutions on the graph. The basic principle can be repre-
sented by the following equation:

H l+1
= D̃−

1
2 ÃD̃−

1
2 H l2l (1)

where H l and H l+1 represent the node representation matrix
for the input and output of the lth layer, Ã is the adjacency
matrix A with self-loops added, D̃ is the diagonal degree
matrix, and 2l is the weight matrix for the lth layer.

To reduce the complexity of the model, researchers sim-
plify the architecture of GCNs by removing the nonlinear
activation function and normalization steps. The computational
efficiency of simplifying graph convolutional (SGC) networks
was therefore improved [44]. Several GCNs have been pro-
posed for hyperspectral images. For example, the multiscale
dynamic GCN (MDGCN) establishes multiple input graphs
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Fig. 2. Pipeline of the proposed method: hyperspectral data are imported
to the preprocessing of superpixel segmentation, and segmented superpixel
blocks are used for graph construction. The graph is then inputted into the
SPM to extract features. The obtained features are separately fed into the MLP
and GCN Decoder for superpixel classification and superpixel aggregation.
The output results are fused to obtain the final segmentation result.

Fig. 3. Architecture of SPGN, which comprises three key modules.
(a) SPM for feature extraction with three different scales, (b) GCN decoder
for obtaining superpixel aggregation, and (c) MLP classifier for superpixel
classification.

with different neighborhood scales to effectively leverage
diverse spectral–spatial correlations at multiple scales, thereby
achieving improved performance in hyperspectral image (HSI)
classification [45]. The graph-in-graph convolutional network
(GiGCN) [46] proposes a graph-in-graph (GiG) model and
the corresponding GiGCN from the perspective of superpixels
for HSI classification, demonstrating the effectiveness and
feasibility of HSI classification with limited labeled samples.

Fig. 4. Diagram of the scale pyramid: 1) Pixel features are extracted based
on spectral difference at pixel level; 2) superpixel features are learned by
clustering similar pixels; and 3) subgraph features are extracted by considering
interaction information between adjacent subgraphs.

III. METHODS

This study proposed a novel SPGN for individual tree
species mapping. The pipeline of the proposed method is illus-
trated in Fig. 2. First, hyperspectral data undergo superpixel
segmentation, followed by graph construction to obtain input
for the network model. After the data input process, features
are extracted through the scale pyramid module (SPM). The
extracted features are then separately fed into the multilayer
perceptron (MLP) [47] and GCN decoder to yield results for
superpixel classification and superpixel aggregation. Finally,
the outcomes of superpixel segmentation and superpixel aggre-
gation are fused to obtain the ultimate segmentation result. The
architecture of the network is depicted in Fig. 3. The network
comprises three key modules: 1) SPM for feature extraction
with three different scales; 2) GCN decoder for obtaining
superpixel aggregation; and 3) MLP classifier for superpixel
classification. The specific composition of each block will be
elaborated in Sections III-A–III-C.

A. Graph Construction and Scale Pyramids for Improved
Feature Extraction

The SPGN network has a graph structure that is inspired
by a prior work named the GiGCN [46]. Before processing,
hyperspectral data undergoes superpixel segmentation using
the SLIC method, dividing the image into a series of superpixel
blocks. Then, an internal graph is constructed to capture the
inherent connections among the pixels within each superpixel
block; simultaneously, an external graph is built to capture the
neighboring relationships between different superpixel blocks.
This multilevel graph structure lays a solid foundation for the
subsequent in-depth extraction of spectral information.

An SPM was proposed for exploiting information from
different levels constructed by the graph structure in the
GiGCN network. As shown in Fig. 4, the SPM extracts
features from three levels of scale: pixels, superpixels, and
subgraphs. However, the graph structure only contains adja-
cency information, and it cannot capture the spatial context
of positional information. To address this issue, we propose
a module of SPE to further enhance the spatial information
within the graph.

1) Pixel Scale Feature Extraction (PSFE): The first level
of the scale pyramid, PSFE, was applied to perform channel
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Fig. 5. Diagram of PSFE module. First, a 1-D vector is obtained through
GAP on a 2-D image. Second, the 1-D convolution and sigmoid activation
functions are applied, followed by unpooling to obtain an attention matrix with
the same dimensions as the input. Finally, the attention matrix is element-wise
multiplied with the input to obtain the output.

attention for graph convolution (CAGC) which was inspired
by ECA-net [25]. Since tree species present unique spectral
features across varying wavelength bands, PSFE facilitates
band-specific weighting for species classification. The proce-
dures of PSFE, illustrated in Fig. 5, include a global average
pooling (GAP) that transforms a 2-D image into a 1-D vector,
a 1-D convolution with a predefined kernel size (k) to maintain
consistent learning parameters for all channels, a sigmoid
activation, and an unpooling step that generates an attention
matrix with the same dimensions as the input. The attention
matrix is then element-wise multiplied with the input. PSFE
results in reduced parameters in the convolutional network,
thus increasing the network’s efficiency.

2) SuperPSFE (SPSFE): The second level of the scale
pyramid, SPSFE, was designed to learn feature representation
at the superpixel scale. The SPSFE module comprises a
simplifying graph convolution (SGC) layer and a GAP layer.
In the process of feature extraction at the superpixel scale,
the superpixel graph obtained from the previous layer, which
contains new features, is first passed through multiple layers
of graph convolutions to acquire the representation of each
node in the superpixel graph. Subsequently, the information
of all nodes in the superpixel graph is aggregated through
GAP, resulting in the superpixel-scale features corresponding
to the superpixel graph. After SPSFE, low-frequency infor-
mation, such as texture features in homogeneous regions,
is retained, while high-frequency information, such as noise,
is greatly reduced. After the feature extraction process of each
superpixel image via SPSFE, the corresponding features of
the superpixel image can be obtained, and the features of all
superpixel images are ultimately represented as the feature
set Xg = [h1, . . . , hS]

T . This process can be represented as
follows:

f s
∗G

(
Xs, As

)
= g

(
X̃s

)
X̃s =

(
D̃−

1
2

s ÃsD̃−
1
2

s

)K
XsW (2)

where f s
∗G

(·) represents the function of SPSFE and g(·)

denotes GAP. Specifically, W is a trainable matrix in the
SPSFE, Ãs is the adjacency matrix As with self-loops added,
D̃s is the diagonal degree matrix, and K denotes neighbor hop.

3) Subgraph Scale Feature Extraction (SGSFE): The third
level of the scale pyramid, SGSFE, aims to obtain neighbor-
hood information between adjacent superpixels, by incorporat-
ing SPE into the GCN model. The neighborhood information
is crucial for both node classification and edge prediction
tasks. The feature extraction is based on a GCN, and the
design of the network is shown in Fig. 6. An n layer of GCN

Fig. 6. Diagram of SGSFE module. Two layers of graph convolution are first
developed to extract heterogeneous features, followed by BN and activation
functions. Then, the features along with initial input are added to derive
features for superpixel classification. Meanwhile, the positional information
extracted using SPE is added to obtain features for superpixel aggregation.

Fig. 7. Illustration of SPE. The subgraph mask (a) is first generated based on
classification labels of trees; the subgraph represents regions with the same
values in the presence of tree (1) or nontree (0). Then, the subgraph position
in x dimension (b) and subgraph position in y dimension (c) are calculated
using cumulative sum, and the calculation is reset when zero is encountered.

is first developed to obtain heterogeneous information. As the
GCN layers become deeper, the node’s receptive field expands,
resulting in a smoothing effect. Therefore, the number of
layers is set to 2. Each graph convolution is followed by
batch normalization (BN) and activation functions. A residual
block is added to improve the extraction of shallow fea-
tures further. Thereby, high and low-frequency information
can be obtained. The learned features are directly used for
classification tasks (Hclass) and simultaneously imported to
SPEfor edge prediction (Hlink) tasks. The SPE is designed to
enhance the relative spatial position information of superpixel
patches categorized as trees, thus strengthening the spatial
position information between global graphs and compensating
for the lack of natural spatial position information between two
graphs. The detailed design will be further introduced in the
next paragraph. After applying SPE, positional information is
integrated into the output feature. In this process, the features
that do not belong to the tree category have been removed,
e.g., buildings surrounded by trees. The following equation
describes the process of SGSFE:

Hl+1
g = BN

(
relu

(
D̃−

1
2

g ÃgD̃−
1
2

g

)
Hl

g2
l
)

(3)

where BN represents batch normalization, l is the layer num-
ber, Ãg is the adjacency matrix Ag with self-loops added, D̃g

is the diagonal degree matrix, and 2l is a trainable matrix in
the lth layer. Especially, when l = 0, H0

g = Xg . In particular,
the pertinent features of nodes are predominantly concentrated
within the low-hop regions.

A detailed explanation of the SPE approach is provided
here. The SPE was designed to explore spatial relationships
between nodes by combining the use of subgraph masking
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and positional encoding. As graph structures already contain
spatial information, they only possess adjacency informa-
tion while lacking natural positional relationships between
nodes. The natural spatial relationships among different pixels,
superpixels, and subgraphs can be useful for both species
classification and individual tree segmentation. In species clas-
sification, spatial texture details from superpixel blocks can be
equivalent to spectral differences at the pixel level. Trees with
distinctive crown textures, e.g., palm trees, tend to be classified
into the same species. In individual tree segmentation, the
spatial distribution of trees can assist in identifying crown
edges. For example, roadside trees generally follow a specific
pattern, and they can be easily separated based on their geo-
graphic locations. To perform SPE, a subgraph Gtree was first
created based on the classification labels. Subgraphs represent
collections of connected class-labeled tree superpixels, and
there may be multiple subgraphs within a single graph, with
each subgraph potentially containing multiple trees. Before
generating the subgraphs, a subgraph mask is created based on
the tree subgraphs, as seen in Fig. 7(a), where the values 1 and
0 indicate the presence and absence of trees, respectively. The
regions composed of connected pixels with a value of 1 are
referred to as subgraphs. For each subgraph, the corresponding
bounding rectangle mask can be obtained from the subgraph
mask. Then, the relative position indices of the bounding
rectangle masks are calculated, and the cumulative sums are
computed along specific dimensions (such as the x- and y-
axes). Subsequently, the subgraph mask and relative position
indices are multiplied element-wise to obtain the subgraph
relative position indices. The calculation of the cumulative
sums is illustrated in Fig. 7(b) and (c). Finally, a sine-based
positional encoding technique utilized in the transformer [39]
was adopted to calculate the relative position. The calculation
for each element in the positional encoding matrix is shown
in the following formula:

PE(pos,2i) = sin
(

pos /100002i/dmodel
)

PE(pos,2i+1) = cos
(

pos /100002i/dmodel
)

(4)

where pos represents the positional index of a certain dimen-
sion within each subgraph relative to the bounding matrix of
that subgraph, where i represents the dimension of the current
positional encoding. Especially, dmodel is the dimension of the
outputs for SGSFE, which is set to be 128. Afterward, the
SPE corresponding to each superpixel graph undergoes GAP
to obtain the positional encoding for every node in the global
graph. Subsequently, the positional encoding is combined with
the feature Htree of the Gtree, resulting in the generation of the
feature Hlink.

B. MLP for Node Classification

After obtaining the features extracted by the SPM, the
superpixel classification and superpixel aggregation results are
obtained separately through an MLP classifier and a GCN
decoder. The MLP is employed to predict the classification
results yi for each feature hc

i , which are utilized for node clas-
sification. This procedure can be mathematically represented
as ŷi = MLP(hc

i ). Simultaneously, the node classification loss

is measured by cross-entropy

Lentropy = −
1
N

N∑
i=1

yi · ln
(

ŷi
)
. (5)

C. GCN Decoder for Superpixel Aggregation

GCN decoder is employed to predict edges for superpixel
aggregation, which is illustrated in Fig. 3, showing the design
of the GCN decoder for edge prediction. First, the features
Hl obtained through a scale pyramid are fed into the GCN
layer. Subsequently, they undergo a nonlinear activation relu(·)
and BN. Afterward, as shown in (6), we calculate the cosine
similarity between each pair of neighboring nodes. Finally,
the computed similarities undergo BN and sigmoid activation
function to generate the prediction results ŷi, j

Cosine Similarity
(
hl

i , hl
j

)
=

hl
i · hl

j

∥hl
i∥∥hl

j∥
(6)

where hl
i and hl

j are feature vectors of pair of connected
superpixels Ai and A j , respectively. Concurrently, the edge
prediction loss is measured by binary cross entropy loss

LBCE = −
[
yi, j ln

(
ŷi, j

)
+

(
1 − yi, j

)
ln

(
1 − ŷi, j

)]
. (7)

Thus, the final loss function is

L = Lentropy + LBCE. (8)

IV. EXPERIMENTS AND RESULTS

This section describes the experiments of the SPGN method
on UAV hyperspectral data for classifying individual tree
species in a subtropical urban environment. In the evaluation
of SPGN, metrics such as overall accuracy (OA), average
accuracy (AA), and confusion matrix were calculated to
assess the node classification performance of the model,
while the area under the curve (AUC) was mainly used
to measure the edge prediction performance. A series of
ablation studies were conducted to identify the impacts of two
key modules in SPGN, and method comparisons were also
performed.

A. Datasets and Implementation Details

The UAV hyperspectral data were collected at the Yuehai
Campus of Shenzhen University in Shenzhen, Guangdong,
China. The true color image of the area is shown in Fig. 8,
which was generated from three bands of hyperspectral data,
where the band with a wavelength of 638 nm represents the red
channel (R), the band with a wavelength of 552 nm represents
the green channel (G), and the band with a wavelength of
472 nm represents the blue channel (B). The image was
acquired in September 2022 using two DJI PHANTOM 4 RTK
multirotor drones equipped with a Specim FX10 hyperspectral
camera. The hyperspectral images comprise 112 spectral bands
ranging from 400 to 1000 nm, with an average spectral reso-
lution of 5.5 nm. The flight altitude was approximately 100 m
above the ground, resulting in a spatial resolution of 10 cm for
the hyperspectral images. A series of preprocessing steps were
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Fig. 8. Datasets and labeling of individual tree species in the study area. (a) True color representation (R: 638 nm, G: 552 nm, B: 472 nm) of the hyperspectral
images of the study area, (b) manual labeling of trees at individual scales and corresponding species, where different colors represent different species, and
(c) superpixel segmentation based on SLIC method.

implemented, including radiometric correction based on field
reference data, geometric correction, atmospheric correction,
spatial registration, color balancing, and image mosaic.

To obtain labeled samples for tree segmentation, field sur-
veys on the tree species were conducted in the study area.
Both the geo-locations of individual trees and the species
names were identified [see Fig. 8(b)]. A total number of
835 trees belonging to 11 species were manually labeled,
with the “others” category representing nontree objects. The
species names and the specific number of trees in each
category were documented in Table I. Spectra of labeled
samples were averaged for each species, presenting a great
similarity in spectral shapes as shown in Fig. 9(a). Moreover,
within the same species, spectra from individual trees show
small intravariability compared to that from different trees
in Fig. 9(b), indicating the significance of combing species
classification and tree segmentation.

For the node classification task, 20% of the superpixel nodes
were used as training data, while 80% were used as testing data

(see Table I). For the edge prediction task, 50% of the edges
belonging to Link 0 and twice the number of Link 0 edges as
Link 1 were used as training data, with the remaining edges
used as the test set. The distribution of the segmented pixels
is shown in Fig. 8. During the implementation of SPGN, the
parameters were defined by several trials. To reduce resource
consumption, K in (2) is set to 3, and the hidden units in
all layers are set to 128. In addition, considering the size of
individual tree pixel blocks, the value of k in SLIC is set to
100. For the training process, SPGN was trained using the
Adam optimizer with a learning rate of 10−3 for 1000 epochs.

B. Tree Segmentation

Fig. 10 presents the tree segmentation results of the study
area. Three representative regions were zoomed-in view to
highlight details of segmentation and reveal more meaningful
information. The SPGN-based segmentation was compared
against superpixel segmentation results and ground truth
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TABLE I
DATA DISTRIBUTION FOR EACH CATEGORY

Fig. 9. Spectra of different species and different trees from UAV-HSI. (a) Average spectra of various tree species given in the study present significant
differences in the spectral curves and (b) spectra from the patch of a single tree are more similar compared to those from different trees, within the same
species.

in different scenarios: isolated and connected trees, regular
shaped, and irregularly shaped trees. In all cases, SPGN
successfully mapped tree crowns, which were mostly consis-
tent with ground truth. In contrast, superpixel segmentation
over-segmented a tree into several superpixel blocks (see
Fig. 10). As shown in subfigures, SPGN achieved a good
aggregation of superpixel blocks with similar features in
the majority of samples. This indicates that SPGN has the
potential to resolve the problem of over-segmentation. SPGN
demonstrated the ability to distinguish connected trees with
only a few minor defects. For instance, in region 1 of Fig. 10,
connected trees (purple color) are well separated, although
two trees are over-segmented. In addition, three trees close
to the right side have also been identified as individuals, with
some strange shapes on the edges. However, this odd crown
delineation does not affect the final segmentation result; on
the contrary, it proves that SPGN focuses on the edge features
to distinguish overlapped trees, and the SPE module is very
effective.

C. Accuracy Assessment and Ablation Studies

Table II summarizes the classification and segmentation
performance of SPGN, while the results of ablation studies
highlight the impacts of different modules within SPGN. For

TABLE II
ACCURACY ASSESSMENT AND ABLATION STUDIES ON SPE AND SPM,

MEASURED BY CLASSIFICATION ACCURACY,
EDGE PREDICTION ACCURACY, AND AUC

species classification, the SPGN method achieved an AA of
93.80%. The species accuracy ranges from 83.68% (Delonix
Regia) to 99.47% (Others). Most species can reach an accuracy
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Fig. 10. Tree segmentation results in three zoomed-in view regions of connected trees, regular-shaped and irregular-shaped trees. SPGN prediction aggregated
the over-segmented superpixels and agreed with the ground truth.

TABLE III
CONFUSION MATRIX OF SPECIES CLASSIFICATION USING SPGN

over 90%, indicating the capability of hyperspectral images
for species classification. This accuracy is considerably high
since all species belong to broadleaf plants and present great
similarity in spectral signature. This can be attributed to the
ultrahigh spatial and spectral resolution of UAV hyperspectral
images. Table III presents the confusion matrix of SPGN-based
classification. In the diagonal cells of the confusion matrix,
a large number of correct predictions existed, indicating the
high accuracy of SPGN for species classification. It also
reveals some confusion between similar species, for example,

DR and CO, since the DR species had no florals during the
time of data collection. CO is also easily confused with TM,
both species present dense canopy and evergreen broad leaves.

From Table II, it can be observed that the SPM greatly
improved the classification, as evidenced by the highest OA
of 95.42%. It increased the OA by 6% compared to the orig-
inal network without SPM (SPGN-base). For individual tree
segmentation, SPGN derived an accuracy of 92.97% for link 0
(adjacent superpixels belonging to different trees) and 90.97%
for link 1 (same tree). This is a significant improvement
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compared to the accuracy of 80.55% and 80.52% from the
original model. The improvement made by the SPE module
is more significant, which is plausible because this module
was designed to enhance the edge prediction performance. The
increase in segmentation accuracy can be further demonstrated
by the AUC number. SPGN with SPE improved the original
AUC from 0.89 to 0.93. Therefore, we generally speculate
that SPM improved the feature extraction of the network
because it can extract different levels of feature representation
through the scale pyramid mechanism, while SPE focuses
on identifying individual trees by merging similar superpixel
blocks, capturing natural spatial relations through positional
encoding techniques.

The combined use of SPM and SPE together improves both
classification and segmentation, as reflected by the increased
OA, link, and AUC metrics. However, their specific impact
on the final performance is unpredictable. For example, the
SPM does not function well in segmenting individual trees,
particularly for overlapped trees (only 57.35% accuracy for
link 0 cases). This might be attributed to the following reasons.
Incorporating the scale pyramid without positional encoding
would make the network biased in extracting features for
classifying species, thus neglecting the edges of connected
trees. Therefore, superpixels belonging to the different trees
can hardly be separated. On the other hand, the SPM does
not affect the segmentation of isolated trees, as represented
by the 93.78% for link 1, and it actually improves their
segmentation. This can be because the features of isolated
trees are already representative enough, and the scale pyramid
feature extraction promotes the merging of adjacent pixels.
Conversely, the addition of SPE decreases the classification
accuracy from 89.42% to 85.71%, which is also reasonable
given that more attention is directed toward edge prediction
rather than feature extraction for species discrimination. The
separation of individual trees relies more on subtle changes
in tree crown shapes and small texture differences between
connected regions of adjacent trees. The addition of two mod-
ules further increases the accuracy to 92%, probably because
SPM improves public feature learning ability, and this public
feature can accommodate classification and segmentation tasks
at the same time. Therefore, it is advisable to use these two
compatible modules, SPE and SPM, together.

To further examine the impact of different modules for
individual tree species classification, we present the data
distribution using t-distributed stochastic neighbor embedding
(t-SNE), through which the separability between different
species can be visualized. Fig. 11 shows the sample distribu-
tion maps after feature extraction by SPGN-base, SPGN-SPE,
SPGN-SPM, and SPGN. It can be seen from Fig. 11(a)
and (b) that the sample distribution maps in the 11 tree
species based on methods without SPM have a high degree
of overlap after being projected into the 2-D space, including
SPGN-base and SPGN-SPE. Comparing the two subfigures
of Fig. 11(a) and (c), it can be found that the features based
on methods without the SPM are not discriminative, so the
sample distributions of different classes have a large overlap.
Based on methods with the SPM, samples between different
classes are well separated and samples within the same class

Fig. 11. Class separation using t-SNE, based on (a) SPGN-base,
(b) SPGN-SPE, (c) SPGN-SPM, and (d) SPGN.

Fig. 12. ROC for ablation studies: SPGN provides the best performance, indi-
cating the advantage of SPE. (a) SPGN-base. (b) SPGN-SPE. (c) SPGN-SPM.
(d) SPGN.

are clustered, due to more discriminative features. The most
obvious improvement is the separation of the KP, AC, and
CA. Similar to the quantitative results in ablation studies (see
Table II), the SPE module did not improve the classification
of these spectrally similar targets, whereas the SPM greatly
enhanced the separation of all classes, as reflected by the
increased intervariability and decreased intravariability from
SPGN-SPM and SPGN which includes both SPE and SPM.
Samples with similar features are clustered, indicating the
importance of extracting multiscale features for the species
classification using a graph network. Plots from SPGN show
more compact clusters, which indicates the SPE also has a
positive effect on the classification. It can be hypothesized
that knowing the positional information of superpixels may
assist their species identification.

The positive impact of SPE on tree segmentation can be fur-
ther demonstrated by the receiver operating curve (ROC) curve
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Fig. 13. Method comparison for individual tree segmentation at selected area. (a) RGB image of the region, (b) results of the DeepForest method, where
the red bounding boxes indicate the detected individual trees, (c) results of the Detectree2 method, where different colors represent different individual trees,
(d) segmentation results of SAM, where different colors represent different instance objects, (e) segmentation results of SPGN, where each block represents
an individual tree and different colors represent their respective categories, and (f) ground truth.

of the ablation studies in Fig. 12. A ROC curve helps evaluate
how well a binary classifier distinguishes between classes (tree
versus nontree) by plotting the true positive rate (TPR) on
the vertical axis against the false positive rate (FPR) on the
horizontal axis. The closer this curve is to the top-left corner of
the graph, the better the classifier’s performance. Comparing
ROC curves from different methods, SPGN exhibits the best
performance. SPGN has a higher AUC (0.96) than SPGN-base
(0.89), highlighting the advantage of SPE. Both SPGN-SPE
and SPGN outperform SPGN-base in edge prediction tasks.
This indicates that positional encoding effectively enhances
the spatial structure of the graph, thereby improving the
model’s ability to extract spatial texture information. SPE only
encodes the positions for adjacent superpixel blocks rather
than constructing positional encoding relative to the entire
graph, resulting in more accurate positional encoding. There
is a slight decrease in AUC when using SPM without SPE,
from 0.89 to 0.88. This can be ascribed to the same reason as
previously explained in the ablation studies.

D. Method Comparison

Fig. 13 shows a comparison of the SPGN method with
three other methods: DeepForest, Detectree2, and segment
anything model (SAM) [48]. As described in the related work
section, DeepForest is a pretrained network based on the
RetinaNet model [49] designed to simplify training models

TABLE IV
RESULTS (%) OF DIFFERENT INSTANCE SEGMENTATION

NETWORK MODELS

for tree detection. To clarify, DeepForest and SAM methods
can only be applied to RGB images; therefore, three-band
images representing red (650 nm), green (550 nm), and blue
(450 nm) channels were spectrally resampled from HSI. The
SPGN identified individual trees in the selected mixed tree and
urban environment areas, while all other methods missed the
identification of some trees. DeepForest failed to detect trees,
and Detectree2 only detected one tree and misidentified a road
as a tree. SAM was able to detect several tree individuals
with perfect boundaries but still missed some samples. This
might be attributed to the shadow effect in this particular area.
Due to the lack of annotated RGB image data, we did not
fine-tune the comparison models and only made predictions on
RGB images from locally collected regions. SPGN detected all
trees but over-segmented one tree. The species classification
made by SPGN agreed well with the ground truth, with
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Fig. 14. Method comparison for individual tree segmentation by SPGN mask R-CNN, mask R-CNN, SS-FPN mask R-CNN, SS-FPN SOLOv1, and SS-FPN
SOLOv2 in three representative regions (a) overlapping and intersecting trees, (b) discrete street trees, and (c) dense saplings.

only one misclassified tree. The remaining samples were
correctly identified as the Lagerstroemia indica species. This
level of accuracy is considered very high, given that only
20% of training data was used. This figure is only a typical
representation of the study area, whereas the rest of the areas
generally follow this pattern.

To further demonstrate the effectiveness of the SPGN
method, this article introduces mask R-CNN, SS-FPN mask R-
CNN, SS-FPN SOLOv1, and SS-FPN SOLOv2 as comparative
methods. Among them, mask R-CNN is a representative
instance segmentation method in the RGB image domain.
In this article, hyperspectral data is dimensionally reduced to
three channels through principal component analysis (PCA)
and used as the input for the model. SS-FPN mask R-CNN,
SS-FPN SOLOv1, and SS-FPN SOLOv2 are the first instance
segmentation models tailored for hyperspectral images, and
hyperspectral data is directly employed as the input for these
models. To rationalize the experimental setup for comparisons,
the core module of SPGN, namely, SPM, is integrated into
mask R-CNN (termed SPGN mask R-CNN), unifying the
experimental conditions across all methods. Considering that
trees and other ground objects can be readily distinguished
using NDVI and classifiers, the locations of trees are directly
obtained from labels in this experiment, and corresponding
subgraph position encodings are generated as inputs to the
models. The original data are cropped into 512 × 512 images,
with 80% randomly selected as training data and the remaining
20% as testing data.

As shown in Table IV, SPGN mask R-CNN attains the
highest m AP50, reaching 83.17%, which represents a 38.67%
improvement over the baseline method, mask R-CNN, and
is 3.97% higher than SS-FPN mask R-CNN. This result

sufficiently demonstrates that the core module of the SPGN
method, SPM, can effectively extract features from hyperspec-
tral images, exhibiting a stronger capability for spatial-spectral
feature extraction. Furthermore, SPGN mask R-CNN has a
parameter count of only 44.42M, a mere 0.62M more than
mask R-CNN, indicating an extremely low parameter vol-
ume. This parameter count is significantly lower than that
of SS-FPN mask R-CNN, achieving better results with fewer
parameters.

As evident from Fig. 14, the mask R-CNN method is
able to segment a limited number of trees but suffers from
significant missed detections, resulting in decreased accuracy
in detected tree categories. In contrast, SS-FPN mask R-CNN
can detect the majority of trees, albeit with a relatively high
misclassification rate for tree categories. It demonstrates a
relatively better segmentation ability for smaller trees but
still encounters numerous missed detections. SS-FPN SOLOv1
excels in recognizing larger trees but experiences severe
missed detections for smaller trees. However, its ability to
distinguish tree categories is superior to SS-FPN Mask R-
CNN. SS-FPN SOLOv2, while competent in recognizing both
large and small trees with some improvement for the latter,
exhibits a slight decline in its capability to distinguish tree
categories compared to SS-FPN SOLOv1. Notably, SPGN
mask R-CNN not only achieves remarkable detection for larger
trees but also closely aligns with ground truth for smaller trees.
Although there are some misdetections across all categories,
its overall performance is the closest to the ground truth.
Therefore, it can be concluded that SPGN mask R-CNN
achieves the best performance among the compared methods in
terms of visual prediction results, further validating the strong
feature extraction capability of the SPM module.
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V. CONCLUSION

This article proposes a new paradigm of instance segmen-
tation specifically for trees from ultrahigh spatial resolution
hyperspectral images. An SPGN was designed by combining
the task of species classification and edge prediction for
tree segmentation. This graph-based network works well on
extracting features for irregular objects (e.g., tree crowns)
and overcomes the over-segmentation by using traditional
superpixel methods. A high accuracy of 93% and AUC of
0.96 was achieved based on UAV hyperspectral images of
pedestrian broadleaf trees in a subtropical urban environment
(University campus) in South China, proving the effectiveness
of SPGN. The ablation studies of the method demonstrate the
positive impacts of two modules, SPM and SPE, in species
classification and tree segmentation. SPM extracts hyperspec-
tral image features at the pixel, superpixel, and subgraph
scales, thereby better exploring the potentially useful informa-
tion for differentiating species at each scale. SPE overcomes
the limitation of graph structure only containing adjacency
information and partially compensates for the lack of natural
spatial positional information, thus improving the model’s
detection capability for edge prediction tasks. The combination
of two modules within SPGN maximizes the potential of high
spectral and spatial resolution in UAV hyperspectral images,
offering an affordable and convenient way for individual tree
mapping. Future research may focus on applying and adapting
the SPGN method to identify a broader range of tree species
across diverse ecosystems and geographical settings.
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